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Abstract

We consider probabilistic timed automata of [13], an extension of the timed au-
tomata model of [2] with discrete probability distributions. In contrast to timed
automata, which model real-time systems purely in terms of nondeterminism, our
model allows to express the likelihood of the system making certain transitions,
and is thus appropriate for modelling fault-tolerance and probabilistic failures. We
present a symbolic model checking algorithm for the existential fragment of the logic
PTCTL of [13] based on backward reachability as in [12]. The logic allows us to
specify properties such as “with probability 0.99 or greater, it is possible to correctly
deliver a data packet within 5 time units”, or “with probability 0.87 or greater, the
system never enters an error state”.

1 Introduction

Much progress has been made recently with formal methods and tools for the verification of
real-time systems, to mention the timed automata model [2] and the associated tools such
as UPPAAL [4] and KRONOS [6]. With the help of these, the modelling and automated
analysis of systems is possible in the presence of dense real-time by means of reduction of
timed automata to finite quotient structures.

The timed automata model describes the system events purely in terms of nondeter-
minism. However, it may be desirable to express the relative likelihood of the system
exhibiting certain behaviour. For example, we may wish to model a system for which the
target node of a transition is not uniquely determined, but instead is given probabilisti-
cally ; for example, a transition can result in success with probability 0.9, and otherwise
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an error state is entered. Another example could be a communications protocol, which
delivers data over unreliable medium; thus, a message is lost with probability 0.05 each
time a communication channel is used. In such cases, quantitative estimates of the likeli-
hood of properties being satisfied or violated are called for. For example, we might wish
to establish the minimal/maximal probability of never entering an error state in the gear
box controller [15], or the probability of the message being delivered correctly within t
time units in the bounded retransmission protocol [7]. Minimal/maximal probabilities are
obtained instead of exact ones because of nondeterminism. There exist established meth-
ods for model checking of untimed probabilistic systems against reachability problems and
temporal logic specifications such as PBTL [5, 3, 8].

This paper is a contribution in the area of automatic verification of probabilistic timed
automata. This model was introduced in [13], where a model checking method for the
logic PTCTL (a synthesis of TCTL of [1] and PBTL of [3]) has also been presented.
Unfortunately, the method of [13] is not practical, as it relies on the construction of the
full region graph of the automaton (exponential in the number of clocks). Here we propose
an improvement, a symbolic method based on backward reachability, for the existential
fragment of the logic PTCTL. Our starting point is the non-probabilistic, real-time, model
checking algorithm of [12], which we adapt to our setting through a judicious combination
with the maximal probability reachability algorithm of [9].

Due to the presence of quantitative probabilities, the unstructured aggregation of back-
wards reachable states in a single set featured in the method of [12] is insufficient. Instead,
for a given ‘until’ formula, we generate a certain quotient transition system on this state
set, then solve a corresponding linear programming problem to establish the probability
of the formula being satisfied. Another improvement of the approach of [13], for the more
restricted case of probabilistic reachability properties via forward reachability, has been
proposed in [14].

2 Concurrent Probabilistic Systems

We assume some familiarity with Markov chains and probability theory, see e.g. [16]. Let S
be a finite set. A probability subdistribution (distribution) on S is a function p : S → [0, 1]
such that

∑
s∈S p(s) ≤ 1 (= 1). Since our results generalise to the case of subdistributions,

by abuse of notation we refer to subdistributions as distributions. The set of distributions
over S is denoted by µ(S). A concurrent probabilistic system is a pair C = (S, Steps) where
S is a finite set of states and Steps a function which assigns to each state s ∈ S a finite,
non-empty set Steps(s) of probability distributions on S. Elements of Steps(s) are called
transitions. Execution of C results in paths, which arise by first resolving nondeterminism
in a given state, and then moving to the target state according to the selected probability
distribution. A path of the system C = (S, Steps) is a non-empty, finite or infinite sequence,

π = s0
p0−→ s1

p1−→ s2
p2−→ · · · where si ∈ S, pi ∈ Steps(si) with pi(si+1) > 0 for all 0 ≤ i ≤ |π|,

|π| length of path π. We use π(i) to refer to the ith state of π, and last(π) to its last state.
We let Path ful(s) denote the set of infinite paths of C starting in s ∈ S.
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The selection of a probability distribution is made by an adversary, a function A map-
ping every finite path ρ of C to a distribution A(ρ) on S such that A(ρ) ∈ Steps(last(ρ))
is a transition in C. The subset of infinite paths starting in s and corresponding to the
choices of an adversary A is denoted by PathAful(s). With each adversary one can associate
a sequential Markov chain whose states are finite paths of C, together with the induced
probability measure Prob on subsets of Path ful(s); see [3] for more details. We rely on the
following known result.

Theorem 1 [8] Let C = (S, Steps) be a concurrent probabilistic system, R ⊆ S. Define
ReachE (s, R) as the maximal probability of reaching the set of states R in C. The linear
programming problem over the set {xs | s ∈ S \R} of variables: minimize

∑
s∈S\R xs subject

to

xs ≥
∑

s′∈S\R

p(s′) · xs′ +
∑
s′∈R

p(s′) p ∈ Steps(s) and s ∈ S \R

admits exactly one optimal solution vector x, and for all s ∈ S \R : xs = ReachE (s, R).

The linear programming problem of Theorem 1 can be solved iteratively or in polynomial
time with e.g. the ellipsoid method. It can be optimized by pre-computing the set of states
that are reachable with positive probability [5] or with probability 1 [9], often resulting in
a reduction in the number of unknowns.

3 Probabilistic Timed Automata

We follow the notation of [2, 13], and only recall the basic notions. A clock x ∈ X is
a real-valued variable which increases at the same rate as real-time. A clock valuation
ν : X → R, ranging over RX , is a function assigning a real value to each clock in X . If
X ⊆ X , we write ν[X := 0] for the valuation that assigns 0 to clocks in X and agrees with
ν on all the remaining clocks in X , and ν + t for the valuation whose clocks take the value
ν(x) + t where t ∈ R.

The set of zones of X , written ZX , is defined inductively by the syntax:

ζ ::= true |x ∼ k |x− y ∼ k | ζ ∨ ζ | ζ ∧ ζ

where x, y ∈ X , ∼∈ {<,≤,≥, >} and k ∈ N. We only consider canonical zones which
ensures equality between syntactic and semantic (as subsets of RX ) representation of zones.
This enables us to use the above syntax interchangeably with set-theoretic operations. Let
ζ ∈ ZX and ν ∈ RX . Then ζ[ν] is the boolean value obtained by replacing each occurrence
of a clock x ∈ X in ζ by ν(x). If ζ[ν] = true then we say that ν satisfies ζ, also denoted
by ν ∈ ζ.

We shall require the following operations on zones. For any zones ζ, ζ ′ ∈ ZX and subset
X ⊆ X of clocks let:

[X := 0]ζ
def
= {ν | ν[X := 0] ∈ ζ}

↙ζ′ ζ
def
= {ν | ∃t ≥ 0 .(ν + t ∈ ζ ∧ ∀t′ ≤ t .(ν + t′ ∈ ζ ∨ ζ ′))}.
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A timed automaton is an ordinary automaton extended with clocks. Its nodes and
transitions are labelled with zones, known as invariants and enabling conditions respec-
tively. The automaton may only stay in a node, letting time pass, if the clocks satisfy the
invariant. When an enabling condition is satisfied, the corresponding transition can be
taken. Transitions are instantaneous, and are additionally labelled with clock resets of the
form X := 0, which reset the clocks x ∈ X to zero upon entering the target node.

Probabilistic timed automata generalise timed automata in the following sense. Transi-
tions no longer have a single target node but possibly several, which are chosen probabilis-
tically. We associate every such transition with a single enabling condition, and allow its
edges to be labelled with their own probability values and clock resets. The probabilities
labelling the edges of any transition must sum up to no more than one, and hence can be
viewed as a discrete probability distribution. Several transitions may be simultaneously
enabled, with the choice between them (and letting time elapse if the invariant would not
be violated) resolved nondeterministically.

Definition 2 (Probabilistic Timed Automaton [13]) A probabilistic timed automa-
ton is a tuple G = (S, L, s̄,X , inv , prob, 〈τs〉s∈S) which contains:

• a finite set S of nodes,

• a function L : S −→ 2AP assigning to each node of the automaton the set of atomic
propositions that are true in that node,

• a start node s̄ ∈ S,

• a finite set X of clocks,

• a function inv : S −→ ZX assigning to each node an invariant condition,

• a function prob : S −→ Pfn(µ(S × 2X )) assigning to each node a (finite, non-empty)
set of discrete probability distributions on S × 2X , and

• a family of functions 〈τs〉s∈S where, for any s ∈ S, τs : prob(s) −→ ZX assigns to
each p ∈ prob(s) an enabling condition.

An edge e of G is a tuple of the form (s, s′, p,X) ∈ S2×µ(S × 2X )× 2X . We define the set
E of edges of the probabilistic timed automaton G such that (s, s′, p,X) ∈ E if and only if
p ∈ prob(s) and p(s′, X) > 0. If s ∈ S, the set in(s) contains all edges of the form ( , s, , ).
For any e = (s, s′, X, p) define the following functions: type(e) = p, and source(e) = s.

Example 1 An example of a probabilistic timed automaton H modelling a simple prob-
abilistic communication protocol is included in Figure 1. Its nodes represent the following
states: ii (sender, receiver both idle); hi (sender has data, receiver idle); si (sender sent
data, receiver idle; and sr (sender sent data, receiver received). It starts in the state ii ,
and moves to hi as soon as the data is received. While in hi , after between 1 and 2 time
units have elapsed, it can make a probabilistic transition either to sr with probability 0.9
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(data received), or to si with probability 0.1 (data lost). In si the protocol will attempt to
resend the data after 2 to 3 time units, which again can be lost, this time with probability
0.05.

ii

sr

hi

true

true

si
{x := 0}

{x := 0}

true

1

true

{x, y := 0}1
x = y = 0

x ≤ 2

x ≥ 1

x ≥ 2
x ≤ 3

0.9 0.1

0.05

0.95

Figure 1: A probabilistic timed automaton H modelling a probabilistic protocol

An underlying model for probabilistic timed automata are probabilistic timed structures,
a suitable combination of the timed structures of [11] and concurrent probabilistic systems
described in Section 2. Define a state as a pair 〈s, ν〉 consisting of a node and a clock
valuation. Formally, a probabilistic timed structure is a pair M = (Q,TSteps) where Q is
a set of states, and TSteps a function which assigns to each state q ∈ Q a set TSteps(q) of
pairs of the form (t, p) where t ∈ R and p ∈ µ(Q). Thus, each transition (t, p) contains both
information about time duration as well as probability : the meaning of (t, p) ∈ TSteps(q)
is that, when in state q, then, after t time units have elapsed, the system moves to state q′

with probability p(q′).
We can derive the notions of a path, adversary and probability measure ProbT as

for concurrent probabilistic systems, except that we must take account of the additional
labelling of steps with time duration (see [13] for precise details). Let M = (Q,TSteps) be

a probabilistic timed structure. Its paths are of the form ω = q0
t0,p0−−→ q1

t1,p1−−→ q2
t2,p2−−→ · · ·

where qi ∈ Q, (ti, pi) ∈ TSteps(qi) and pi(qi+1) > 0 for all 0 ≤ i ≤ |ω|. An adversary (or
scheduler) of M = (Q,TSteps) is a function A mapping every finite path ω of M to a pair
(t, p) such that A(ω) ∈ TSteps(last(ω)).

In what follows we fix the set AP of atomic propositions and a labelling function L and
omit them if clear from the context. The probabilistic timed structure arising from G with
respect to the labelling L is as follows.

Definition 3 For any probabilistic timed automaton G, let MG = (QG, TStepsG) be the
probabilistic timed structure given by:

• QG = {〈s, ν〉 | s ∈ S, ν ∈ RX and ν satisfies inv(s))}, with the interpretation of
propositions induced from the labelling function L of G.

5



• Take any 〈s, ν〉 ∈ QG. Then (t, p̃) ∈ TStepsG〈s, ν〉, where t ∈ R and p̃ ∈ µ(S ×RX ),
iff there exists p ∈ prob(s) such that

– the clock valuation ν + t satisfies τs(p);

– (ν + t′) satisfies the invariant condition inv(s) for all 0 ≤ t′ ≤ t;

– for any 〈s′, ν ′〉:

p̃〈s′, ν ′〉 =
∑

X⊆X &
(ν+t)[X:=0]=ν′

p(s′, X) .

Let type(p̃) = p.

• Take any 〈s, ν〉 ∈ QG. If ν + t satisfies inv(s) for all t ∈ R, then (1, p
〈s,ν〉
div ) ∈

TStepsG〈s, ν〉 where p
〈s,ν〉
div 〈s′, ν ′〉 = 1 iff 〈s′, ν ′〉 = 〈s, ν〉. Let type(p

〈s,ν〉
div ) =⊥. (This is

to model letting time diverge in states where it is possible.)

In common with the usual practice in real-time systems we disallow divergent paths (i.e.
those which do not permit time passage beyond some bound) since they do not correspond
to realisable behaviour [13]. We let Adv (Advdiv) denote the set of all (all divergent)
adversaries of MG.

For simplicity, we assume the following restriction. Let MG = (QG,TStepsG) be a
probabilistic timed structure of G, then for every q ∈ QG there exists an adversary A
of MG such that ProbT{ω |ω ∈ PathAful(q) and ω is divergent} = 1. In other words,
the automata we consider must allow time divergence, possibly through transitions, with
probability 1 in every state.

4 The logic PTCTL∃

We now describe the existential fragment, PTCTL∃, of the probabilistic real-time logic
PTCTL (Probabilistic Timed Computation Tree Logic) [13]. PTCTL combines TCTL
[1, 12] (in particular, the reset quantifier z.φ and the facility to refer directly to clock
values) and the existential fragment of probabilistic temporal logic PBTL [3] similar to
pCTL of [5].

As with TCTL, we enlarge the set of clock variables with the set of formula clocks, Z,
which is disjoint from X . A formula clock valuation is denoted by E ∈ RZ and used in the
same way as standard clock valuations.

Definition 4 (Syntax of PTCTL∃) The syntax is:

φ ::= true | a | ζ | φ ∧ φ | ¬φ | z.φ | [φ ∃ U φ]wλ

where a ∈ AP is an atomic proposition, ζ ∈ ZX∪Z is a zone, z ∈ Z, λ ∈ [0, 1], and w is
either ≥ or >.
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PTCTL is interpreted over probabilistic timed structures. Before we give the formal
semantics, we introduce some notation. Given a state q and a formula clock valuation E ,
we denote by ζ[q, E ] the boolean value obtained by replacing each occurrence of a system
clock x ∈ X , resp. formula clock z ∈ Z, in ζ by q(x), resp. E(z). Consider a path ω of M.
A position of ω is a pair (i, t′), where i ∈ N and t′ ∈ R such that 0 ≤ t′ ≤ ti. The state at
position (i, t′), denoted by qi + t′, assigns qi(a) to each proposition a in AP, and qi(x) + t′

to each clock x in X . Given a path ω, i, j ∈ N and t, t′ ∈ R such that i ≤ |ω|, t ≤ ti and
t′ ≤ tj, we say that the position (j, t′) precedes the position (i, t), written (j, t′) ≺ (i, t), iff
j < i, or j = i and t′ < t.

Definition 5 (Satisfaction Relation for PTCTL∃) Given a probabilistic timed struc-
ture M and a set A of adversaries of M, then for any state q of M, formula clock valua-
tion E, and PTCTL∃ formula φ, the satisfaction relation q, E |=A φ is defined inductively
as follows:

q, E |=A true for all q and E
q, E |=A a ⇔ q(a) = true
q, E |=A ζ ⇔ ζ[q, E ] = true
q, E |=A φ1 ∧ φ2 ⇔ q, E |=A φ1 and q, E |=A φ2

q, E |=A ¬φ ⇔ q, E 6|=A φ
q, E |=A z.φ ⇔ q, E [z := 0] |=A φ

q, E |=A [φ1 ∃ U φ2]wλ ⇔ Prob({ω |ω ∈ PathAful (q) & ω, E |=A φ1 U φ2}) w λ

for some A ∈ A
ω, E |=A φ1 U φ2 ⇔ there exists a position (i, t) of ω such that

ω(i) + t, E +Dω(i) + t |=A φ2, and
for all positions (j, t′) of ω such that (j, t′) ≺ (i, t),
ω(j) + t′, E +Dω(j) + t′ |=A φ1 ∨ φ2

where Dω(i) is the total elapsed time up to step i.

The above defines a family of satisfaction relations for classes of adversaries, typically
|=Advdiv

. We note that the restriction on automata G imposed in Section 2 ensures that for
PTCTL∃ we obtain that |=Adv coincides with |=Advdiv

.
An example of a property expressible in PTCTL∃ is “with probability 0.99 or greater,

it is possible to correctly deliver a data packet within 5 time units”, which is written
as z.[true ∃U delivered ∧ (z ≤ 5)]≥0.99. Due to the presence of negation, by dual-
ity our logic includes a form of universal quantification over adversaries, for example,
¬[true ∃U error]>1−0.87 expresses “with probability 0.87 or greater, the system never
enters an error state”.

For the remainder of this paper we fix automaton G = (S, L, s̄,X , inv , prob, 〈τs〉s∈S)
with the underlying timed probabilistic structure MG = (QG,TStepsG).
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5 Model Checking Existential ‘Until’: A First At-

tempt

In [13] an algorithm for model checking full PTCTL was proposed. It is based on the
construction of the full region graph, and thus has high complexity since the region graph
is exponential in the number of clocks. Here we turn our attention to the symbolic method
of [12] for nonprobabilistic existential ‘until’, and work with zones instead of regions. Given
a formula [φ ∃U ψ]wλ, the idea is to first compute the set of node-zone pairs satisfying ψ,
and then traverse the edges e = (s′, s, p,X) of G backwards from ψ-states s, continuously
satisfying φ. We refer to node-zone pairs as symbolic states. Assume we have computed
the sets [[φ]], [[ψ]] ⊆ S × ZX∪Z of symbolic states such that, for any state 〈s, ν〉 ∈ QG and
formula clock evaluation E , 〈s, ν〉, E |= φ, resp. ψ, iff there exists 〈s, ζ〉 ∈ [[φ]], resp. [[ψ]],
such that [ν, E ] ∈ ζ.

Let zone : S × PTCTL∃ → ZX∪Z be the function zone(s, θ)
def
=

⋃
〈s,ζ〉∈[[θ]] ζ. We extend

the time and discrete predecessor functions time pre and disc pre of [17] as follows:

time preφ(〈s, ζ〉)
def
= 〈s,↙zone(s,φ) ζ ∩ inv(s)〉

disc preφ((s
′, s, p,X), 〈s, ζ〉) def

= 〈s′, τs′(p) ∩ ([X := 0]ζ) ∩ zone(s′, φ)〉

(note that by construction zone(s′, φ) ⊆ inv(s′)) and lift time preφ to sets T ⊆ S × ZX∪Z
in the usual way.

Combining the above with the approach of [12] yields an algorithm for finding all states
from which one can reach a ψ-state with positive probability without leaving φ-states, shown
in Figure 2. Note the use of disc preφ(e, time preφ〈s, ν〉), rather than time preφ(disc preφ(e, 〈s, ν〉)),
to ensure the detection of symbolic states for which the edge e is enabled throughout.

ExistsUntil>0(φ, ψ){
Z := time preφ([[ψ]])
Z ′ := S
while Z ′ 6= Z do
Z ′ := Z
for all (s, ζ) ∈ Z

for all e ∈ in(s)
Z := Z ∪ {disc preφ(e, time preφ〈s, ν〉)}

end for all
end for all

end while
return Z

Figure 2: Algorithm for finding all states satisfying [φ ∃U ψ]>0

8



It might seem that simply generating edges between symbolic states and calculating the
probabilities labelling these edges would enable us to construct a concurrent probabilistic
transition system quotient of the automaton, then use the reduction to the linear program-
ming problem of Theorem 1 to establish [φ ∃U ψ]wλ for arbitrary λ. Unfortunately, this is
not the case, as we now demonstrate.

Example 2 Consider the automatonH in Figure 1 and PTCTL∃ formula [(y < 6) ∃Usr ]wλ
(for any λ) meaning “y stays below 6 until a data packet has been received (in sr)”. The
concurrent probabilistic system quotient corresponding to the automaton H is shown in
Figure 3.

〈sr , true〉

〈ii , true〉

1

1

〈si , 2 ≤ x ≤ 3 ∧ y < 4〉 〈si , 2 ≤ x ≤ 3 ∧ y < 6〉

〈hi , 1 ≤ x ≤ 2 ∧ y < 4〉

〈hi , 1 ≤ x ≤ 2 ∧ y < 6〉

〈hi , 1 ≤ x ≤ 2 ∧ y < 2〉

1

0.05

〈si , 2 ≤ x ≤ 3 ∧ y < 2〉

0.1 0.9 0.90.10.9

0.05

0.95 0.95 0.95

Figure 3: The concurrent probabilistic system for the automaton H in Figure 1

We overload the notation by referring to edges both when considering G (where they
connect nodes) and the concurrent probabilistic system quotient (where they connect sym-
bolic states). The problem with the algorithm in Figure 2 is that it fails to detect all edges;
in particular, the dotted edges in Figure 3 would not be found. In general, we may compute
symbolic states 〈s, ζ〉, 〈s, ζ ′〉 via different edges e1, e2 belonging to the same distribution
p ∈ µ(S × 2X ), i.e. having the same type. Then, if ζ ∩ ζ ′ 6= ∅, in the state 〈s, ζ ∩ ζ ′〉 both
these edges are relevant, i.e. enabled throughout ζ ∩ ζ ′. We must explicitly consider all the
relevant intersections of zones, together with the additional induced edges. The notion of
relevance is captured by the function below. Assume the existence of sets Z ⊆ S × ZX∪Z
of symbolic states and E of edges between them, then define:

relevant(p, 〈s′, ζ ′〉) def
=

{〈s′, ζ ′′〉 | 〈s′, ζ ′′〉 ∈ Z ∧ ζ ′ ∩ ζ ′′ 6= ∅ ∧ ∃e ∈ E . source(e) = 〈s′, ζ ′′〉 ∧ type(e) = p}.

Finally, note that our algorithm must also allow for situations where nondeterministic
choice between probability distributions arises, e.g. in symbolic state 〈ii, true〉 in Figure 3.

9



6 Symbolic Model Checking Algorithm for PTCTL∃

We are now ready to give a symbolic model checking procedure for the existential frag-
ment of PTCTL. Given a probabilistic timed automaton G and a PTCTL∃ formula θ, the
algorithm proceeds by building the parse tree of the formula, and traverses it bottom-up,
inductively computing the set of node-zone pairs satisfying subformulae θ′ as they are en-
countered. For all subformulae θ′ which are not of the form [φ∃Uψ]wλ, the corresponding
set [[θ′]] can be computed simply by appropriate operations on zones. For the subformula
θ′ = [φ∃Uψ]wλ, however, a probabilistic concurrent system Cφ,ψ = (Sφ,ψ, Stepsφ,ψ) is com-
puted by means of the algorithm ExistsUntil. The solution to the linear programming
problem of Theorem 1 over Cφ,ψ yields the set of symbolic states which satisfy [φ∃Uψ]wλ.

Formally, if θ is a PTCTL∃ formula, define [[θ]] by induction as follows:

1. [[true]]
def
= {〈s, inv(s)〉 | s ∈ S}

2. [[a]]
def
= {〈s, inv(s)〉 | s ∈ S and a ∈ L(s)}

3. [[ζ]]
def
= {〈s, inv(s) ∩ ζ〉 | s ∈ S}

4. [[φ ∧ ψ]]
def
= {〈s, ζ ∩ ζ ′〉 | 〈s, ζ〉 ∈ [[φ]] and 〈s, ζ ′〉 ∈ [[ψ]]}

5. [[¬φ]]
def
= {〈s, inv(s) \ {ζ | 〈s, ζ〉 ∈ [[φ]]}〉 | s ∈ S}

6. [[z.φ]]
def
= {〈s, [z := 0]ζ〉 | 〈s, ζ〉 ∈ [[φ]]}

7. [[[φ ∃U ψ]wλ]]
def
= {time preφ〈s, zone(Ts)〉 | s ∈ S}

where Ts =
⋃
{ζ | ζ ∈ ZX∪Z , 〈s, ζ〉 ∈ Sφ,ψ and ReachE (〈s, ζ〉, [[ψ]]) w λ}.

The algorithm ExistsUntil is shown in Figure 4.

It consists of two phases: generation of all symbolic states Zφ,ψ and a subset of edges
Eφ,ψ between them, followed by the construction of the probabilistic concurrent system
Cφ,ψ = (Sφ,ψ, Stepsφ,ψ) where Sφ,ψ = Zφ,ψ, at which stage the missing edges are added.

The following summarises the construction of the set Stepsφ,ψ. Let φ, ψ be fixed and
assume the existence of sets Z ⊆ S × ZX∪Z of symbolic states and E of edges (we elide the

subscripts φ, ψ for clarity). For 〈s, ζ〉 ∈ Z, define E〈s, ζ〉 def
= {e |(〈s, ζ̂〉, , , ) ∈ E ∧ ζ ⊆ ζ̂};

dist〈s, ζ〉 def
= {p | (〈s, ζ̂〉, , p, ) ∈ E〈s, ζ〉}; and choices(〈s, ζ〉, p) def

= {(s′, X) | (〈s, ζ̂〉, 〈s′, ζ ′〉, p,X) ∈
E〈s, ζ〉} where p ∈ dist〈s, ζ〉. Now for any p ∈ dist〈s, ζ〉 and (s′, X) ∈ choices(〈s, ζ〉, p) put:

targets(〈s, ζ〉, p, (s′, X))
def
= {(〈s′, ζ ′〉, X) | (〈s, ζ̂〉, 〈s′, ζ ′〉, p,X) ∈ E〈s, ζ〉}

supports(〈s, ζ〉, p) =
∏

(s′,X)∈choices(〈s,ζ〉,p)

targets(〈s, ζ〉, p, (s′, X))
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ExistsUntil(φ, ψ){
Z := ∅
E := ∅
Fringe := [[ψ]]
while Fringe 6= ∅ do

for all 〈s, ζ〉 ∈ Fringe
Z := Z ∪ {〈s, ζ〉}
Fringe := Fringe \ {〈s, ζ〉}
for all e = (s′, s, p,X) ∈ in(s)
〈s′, ζnew〉 := disc preφ(e, time preφ〈s, ζ〉)
if 〈s′, ζnew〉 6∈ Z ∧ ζnew 6= ∅

Fringe := Fringe ∪ {〈s′, ζnew〉}
end if
if 〈s′, ζnew〉 6∈ time preφ([[ψ]]) ∧ ζnew 6= ∅ then
E := E ∪ {(〈s′, ζnew〉, 〈s, ζ〉, p,X)}
for all 〈s′, ζold〉 ∈ relevant(p, 〈s′, ζnew〉)

if 〈s′, ζnew ∩ ζold〉 6∈ Z
Fringe := Fringe ∪ {〈s′, ζnew ∩ ζold〉}

end if
end for all

end if
end for all

end for all
end while
return C = (Z, Steps(Z,E))

}

Figure 4: Algorithm for [φ ∃U ψ]wλ

The set Steps for the sets Z and E can now be defined as follows: p̂ ∈ Steps〈s, ζ〉 iff there
exists p ∈ dist〈s, ζ〉 and support ∈ supports(〈s, ζ〉, p) such that for any 〈s′, ζ ′〉 ∈ Z:

p̂〈s′, ζ ′〉 =
∑

(〈s′,ζ′〉,X)∈support

p(s′, X)

where we consider (〈s′, ζ ′〉, X) ∈ support by abuse of notation.
We now state the formal correctness of our model checking procedure.

Theorem 6 For any state 〈s, ν〉 ∈ QG, PTCTL∃ formula θ and E ∈ RZ :

〈s, ν〉, E |= θ if and only if [ν, E ] ∈ zone(s, [[θ]]).

Proof. The proof is given in the Appendix. ut
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Proposition 7 The algorithm ExistsUntil terminates for any formula [φ ∃U ψ]wλ.

Before we give the proof we require the following definition. Given a probabilistic real-time
graph G and PTCTL formula θ let cθ,G be the largest integer constant appearing in the
invariant and enabling conditions of G and in the formula θ.

Proof. We first prove by induction on θ ∈ PTCTL that, for any s ∈ S, the maxi-
mum constant appearing in zone(s, [[ψ]]) ∈ ZX∪Z it is less than or equal to cθ,G. In all cases
except θ = [φ ∃U ψ]wλ this follows by definition.

In the case for θ = [φ ∃U ψ]wλ, since cθ,G = max{cφ,G, cψ,G}, it is straightforward to
show if the maximum constant appearing in ζ it is less than cθ,G, 〈s, ζ ′〉 = time preφ〈s, ζ〉
and 〈s′, ζ ′′〉 = disc preφ(〈s, ζ ′〉, e) for some e ∈ in(s), then the maximum constant appearing
in ζ ′ and ζ ′′ is less than cθ,G. Furthermore, if the maximum constant appearing in ζ and ζ ′

is less than cθ,G, then so is the maximum constant appearing in ζ ∩ ζ ′ . It then follows that
at any point during the algorithm ExistUntil, if 〈s, ζ〉 ∈ Z then the maximum constant
appearing in ζ it is less than cθ,G.

Finally, since there are only finitely many states and finitely many ζ ∈ ZX∪Z such that
the maximum constant appearing ζ is less than cθ,G, it follows that the algorithm must
terminate. ut

7 Conclusion

We conclude with some observations of the complexity of our method. Though in the worst
case the size of the quotient is proportional to the number of regions, we expect that in
practice it will result in significantly smaller structures. Future work will address extending
the method of [18] for computing the coarsest bisimilarity quotient to our setting. While
this should allow for model checking of full PTCTL, the method proposed here can result
in a smaller system since it generates a quotient for a particular formula.
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Appendix (Proof of Theorem 6)

For simplicity we fix a probabilistic timed automaton G and PTCTL formula [φ ∃U ψ]wλ.
To ease notation, we denote the probabilistic timed structure MG = (QG,TStepsG) as-
sociated with G by M = (Q,TSteps) and the probabilistic concurrent system Cφ,ψ =
(Zφ,ψ, Stepsφ,ψ) and set of edges Eφ,ψ generated by the algorithm ExistsUntil(φ, ψ) by
C = (Z, Steps) and E respectively.

Before we give the proof of Theorem 6 we introduce the following definitions. For any
state 〈s, ν〉 ∈ Q and E ∈ RZ , we say:

〈s, ν〉, E ∈ time preφ〈s, ζ〉 if [ν, E ] ∈ ζ ′ where 〈s, ζ ′〉 = time preφ〈s, ζ〉.

Next, for any adversary A of M we introduce the sequence of functions (PA
n )n∈N. Intu-

itively, for a state 〈s, ν〉 ∈ Q and E ∈ RZ , the value PA
n (〈s, ν〉, E) equals the probability of

reaching from 〈s, ν〉, under the adversary A, a state which satisfies ψ in at most n discrete
transitions, under the restriction of passing through only φ states, and with respect to the
formula clock valuation E . Since adversaries can choose on the basis of history, we define
PA
n over paths, then restrict to the case of single states (paths of length 0).

Definition 8 For any adversary A ∈ AdvM, E ∈ RZ and finite path ω ∈ PathAfin such that
last(ω) = 〈s, ν〉 and A(ω) = (t, p̃):

• if there exists t′ ≤ t such that 〈s, ν + t′〉, E + t′ |= ψ and 〈s, ν + t′′〉, E + t′′ |= φ ∨ ψ
for all t′′ ≤ t′, let PA

0 (ω, E) = 1

• otherwise, let PA
0 (ω, E) = 0

and for any n ≥ 0:

• if there exists t′ ≤ t such that 〈s, ν + t′〉, E + t′ |= ψ and 〈s, ν + t′′〉, E + t′′ |= φ ∨ ψ
for all t′′ ≤ t′, let PA

n+1(ω, E) = 1

• if 〈s, ν + t′〉, E + t′ |= φ ∧ ¬ψ for all t′ ≤ t, let

PA
n+1(ω, E) =

∑
〈s′,ν′〉∈Q

p̃〈s′, ν ′〉 ·PA
n (ω

t,p̃−→ 〈s′, ν ′〉, E + t)

• otherwise, let PA
n+1(ω, E) = 0.

Lemma 9 For any 〈s, ν〉 ∈ Q and E ∈ RZ :

sup
A∈AdvM

Prob{ω |ω ∈ PathAful〈s, ν〉 & ω, E |= φ U ψ} = sup
A∈AdvM

lim
n→∞

PA
n (〈s, ν〉, E).
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Proof. The lemma is proved by showing for any 〈s, ν〉 ∈ Q, A ∈ AdvM and E ∈ RZ :

Prob{ω |ω ∈ PathAful〈s, ν〉 and ω, E |= φ U ψ} = lim
n→∞

PA
n (〈s, ν〉, E)

which follows from the fact that we can associate with A a Markov chain whose states are
finite paths of M and the iterative method for PCTL until formulas for Markov chains
(see for example [10]). ut

Next, for any adversary B of C, we define a sequence of functions (PB
n )n∈N. Intuitively,

for any state 〈s, ζ〉, PB
n 〈s, ζ〉 equals the probability, of reaching from state 〈s, ν〉 under the

adversary B, a state in [[ψ]] in at most n transitions.

Definition 10 For any adversary B ∈ AdvC and π ∈ PathBfin , if last(π) = 〈s, ζ〉, let:

PB
0 (π) =

{
1 if 〈s, ζ〉 ∈ time preφ[[ψ]]
0 otherwise

and for any n ≥ 0, if B(π) = p̂:

PB
n+1(π) =

 1 if 〈s, ζ〉 ∈ time preφ[[ψ]]∑
〈s′,ζ′〉∈Z

p̂〈s′, ζ ′〉 ·PB
n (π

p̂−→〈s′, ζ ′〉) otherwise.

Lemma 11 For any 〈s, ζ〉 ∈ Z:

ReachE (〈s, ζ〉, [[ψ]]) = sup
B∈AdvC

lim
n→∞

PB
n 〈s, ζ〉.

Proof. The proof follows similarly to that of Lemma 9. ut

We now give the proof of the theorem.

Proof (of Theorem 6). The proof is by induction on θ ∈ PTCTL∃. The cases for θ = true,
θ ∈ AP, θ ∈ ZX∪Z , θ = φ ∧ ψ, θ = ¬φ and θ = z.φ follow by definition of [[·]] and |=.

In the case of θ = [φ ∃U ψ]wλ, by induction on θ we have:

〈s, ν〉, E |= ξ if and only if [ν, E ] ∈ zone(s, [[ξ]]) for ξ ∈ {φ, ψ}. (1)

The remainder of the proof in this case is subdivided into properties (a), (b), (c) and (d)
successively shown below. We first prove that the following holds.

Property (a). For all (〈s, ζ〉, 〈s′, ζ ′〉, p,X) ∈ E if ν ∈ RX , E ∈ RZ and [ν, E ] ∈ ζ, then
there exists t ∈ R such that

• 〈s, ν〉, E |= φ

• ν satisfies inv(s) and τs(p)
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• 〈s′, ν[X := 0] + t′〉, E + t′ |= φ ∨ ψ for all 0 ≤ t′ ≤ t

• [ν, E ][X := 0] + t ∈ ζ ′.

Proof of (a). Follows by induction on 〈s′, ζ ′〉 ∈ Z.

• In the base step 〈s′, ζ ′〉 ∈ [[ψ]], in which case by definition of time preφ and (1), if
〈s′, ν ′〉, E ∈ time preφ〈s′, ζ ′〉, then there exists t ∈ R such that:

〈s′, ν ′ + t〉, E + t |= ψ and 〈s′, ν ′ + t′〉, E + t′ |= φ ∨ ψ for all t′ ≤ t.

Now consider any (〈s, ζ〉, 〈s′, ζ ′〉, p,X) ∈ E, then by definition

〈s, ζ〉 = disc preφ(e, time preφ〈s′, ζ ′〉)

and e = (s, s′, p,X) ∈ in(s′). Property (a) then follows by definition of disc preφ, (1)
and from above.

• For the inductive step, (〈s′, ζ ′〉, 〈s′′, ζ ′′〉, p′, X ′) ∈ E for some 〈s′′, ζ ′′〉 ∈ Z and in this
case by induction if [ν ′, E ′] ∈ ζ ′, then 〈s′, ζ ′〉, E ′ |= φ, and hence 〈s′, ζ ′〉, E ′ |= φ ∨ ψ.
The remainder of the proof of (a) now follows similarly to the base case.

Next we prove the following.

Property (b). For any 〈s, ν〉 ∈ Q and E ∈ RZ :

〈s, ν〉, E |= [φ ∃U ψ]>0 ⇔ ∃ 〈s, ζ〉 ∈ Z such that [ν, E ] ∈ time preφ(ζ).

Proof of (b). Follows from (a) and since:

• for any 〈s, ν〉 ∈ Q and E ∈ RZ , 〈s, ν〉, E |= [φ ∃U ψ]>0 if and only if there exists a path
ω ∈ Path ful〈s, ν〉 and a position (i, t) of ω such that ω(i)+ t, E+Dω(i)+ t |=A φ2, and
for all positions (j, t′) of ω such that (j, t′) ≺ (i, t), ω(j)+ t′, E+Dω(j)+ t′ |=A φ1∨φ2

where Dω(i) is the total elapsed time up to step i.

• 〈s, ζ〉 ∈ Z if and only if there exists π ∈ Path ful〈s, ζ〉 such that π(i) ∈ [[ψ]] for some
i ∈ N, which follows by construction of C.

Finally, we show a correspondence between the probability values of PA
n for adversaries

A of the probabilistic timed structure M and PB
n for adversaries B of the constructed

concurrent probabilistic system C. Since C contains only the portion corresponding to the
satisfaction of the formula [φ ∃U ψ]wλ, we only consider the adversaries A of M which
satisfy:

Prob{ω |ω ∈ PathAful〈s, ν〉 and ω, E |= φ U ψ} > 0.
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Formally, we will show the following correspondence. For all n ∈ N, 〈s, ν〉 ∈ Q and E ∈ RZ

such that 〈s, ν〉, E |= [φ ∃U ψ]>0, it is the case that:

Property (c). If B ∈ AdvC, 〈s, ζ〉 ∈ Z and 〈s, ν〉, E ∈ time preφ〈s, ζ〉, then there exists
A ∈ AdvM such that PA

n (〈s, ν〉, E) ≥ PB
n 〈s, ζ〉

Property (d). If A ∈ AdvM and Prob{ω |ω ∈ PathAful〈s, ν〉 and ω, E |= φ U ψ} > 0,
then there exists 〈s, ζ〉 ∈ Z such that 〈s, ν〉, E ∈ time preφ〈s, ζ〉 and B ∈ AdvC such that
PB
n 〈s, ζ〉 ≥ PA

n (〈s, ν〉, E).

It follows from (b), Lemma 9 and Lemma 11 that to prove Theorem 6 it is sufficient to
show that (c) and (d) hold.

Proof of (c), (d) (base case). We now prove (c) and (d) by induction on n ∈ N. The case
for n = 0 for both (c) and (d) is proved by showing: if 〈s, ν〉 ∈ Q, E ∈ RZ , A ∈ AdvM,
〈s, ζ〉 ∈ Z such that 〈s, ν〉 ∈ time preφ〈s, ζ〉 and B ∈ AdvC then:

PA
0 (〈s, ν〉, E) > 0 ⇔ PA

0 (〈s, ν〉, E) = 1 by Definition 8
⇔ 〈s, ν〉, E ∈ time preφ[[ψ]] by induction
⇔ PB

0 〈s, ζ〉 = 1 by Definition 10.

Next, suppose the property holds for some n ∈ N and consider any 〈s, ν〉 ∈ Q and
E ∈ RZ such that 〈s, ν〉, E |= [φ ∃U ψ]>0. If 〈s, ν + t〉, E + t |= ψ for some t ∈ R and
〈s, ν + t′〉, E + t′ |= φ for all t′ ≤ t, then the result follows similarly to the case when n = 0
and we are left to consider when 〈s, ν + t〉, E + t 6|= ψ for all t ∈ R.

Proof of (c) (induction step). Let B ∈ AdvC and 〈s, ζ〉 ∈ Z such that 〈s, ν〉, E ∈
time preφ〈s, ζ〉. By construction, B〈s, ζ〉 = p̂ for some p̂ ∈ Steps〈s, ζ〉, and there exists
p ∈ prob(s) and support ∈ supports(〈s, ζ〉, p) such that for any 〈s′, ζ ′〉 ∈ Z:

p̂〈s′, ζ ′〉 =
∑

(〈s′,ζ′〉,X)∈support

p(s′, X).

Furthermore, supposing B′ is the adversary of C such that

PB′

n (〈s′, ζ ′〉) = PB
n (〈s, ζ〉 p̂−→〈s′, ζ ′〉),

if (〈s′, ζ ′〉, X) ∈ support for some X ⊆ X , then by Definition 10:

PB
n+1〈s, ζ〉 =

∑
(〈s′,ζ′〉,X)∈support

p(s′, X) ·PB′

n 〈s′, ζ ′〉. (2)

Moreover, by construction of Steps : (〈s′, ζ ′〉, X) ∈ support if and only if (〈s, ζ̂〉, 〈s′, ζ ′〉, p,X) ∈
E for some ζ̂ ⊇ ζ. Also, for any t ∈ R such that 〈s, ν + t〉, E + t ∈ 〈s, ζ〉, if (〈s′, ζ ′〉, X) ∈
support , then 〈s′, (ν + t)[X := 0]〉, E + t ∈ time preφ〈s′, ζ ′〉 by construction of E.
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Now, by construction of support , for any (s′, X) ∈ support(p), either (〈s′, ζ ′〉, X) 6∈
support for all 〈s′, ζ ′〉 ∈ Z, or there exists a unique 〈s′, ζ ′〉 ∈ Z such that (〈s′, ζ ′〉, X) ∈
support . Considering the adversary A such that A〈s, ν〉 = (t, p̃), type(p̃) = p and for all
(〈s′, ζ ′〉, X) ∈ support :

PA
n (〈s, ν〉 t,p̃−→ 〈s, ν + t[X := 0]〉, E + t) ≥ PB′

n 〈s′, ζ ′〉 (3)

(which exists by induction on (c)), then letting νtX = (ν + t)[X := 0] and E t = E + t to
ease notation, by Definition 8 we have:

PA
n+1(〈s, ν〉, E) =

∑
〈s′,ν′〉∈Q

p̃〈s′, ν ′〉 ·PA
n (〈s, ν〉 t,p̃−→ 〈s′, ν ′〉, E t)

=
∑

(s′,X)∈support(p)

p(s′, X) ·PA
n (〈s, ν〉 t,p̃−→ 〈s′, νtX〉, E t) by definition of p̃

≥
∑

(〈s′,ζ′〉,X)∈support

p(s′, X) ·PA
n (〈s, ν〉 t,p̃−→ 〈s′, νtX〉, E t) from above

≥
∑

(〈s′,ζ′〉,X)∈support

p(s′, X) ·PB′

n 〈s′, ζ ′〉 by (3)

= PB
n+1〈s, ζ〉 by (2)

and since 〈s, ζ〉 and B are arbitrary, (c) holds by induction.

Proof of (d) (induction step). For the proof in this case consider any adversary A ∈
AdvM such that Prob{ω |ω ∈ PathAful〈s, ν〉 and ω, E |= φ U ψ} > 0. Now, by definition
A〈s, ν〉 = (t, p̃) for some t ∈ R and p̃ ∈ µ(Q), and by definition of |= and M:

• ν + t′ satisfies inv(s) for all 0 ≤ t′ ≤ t

• ν + t satisfies τs(type(p̃))

• 〈s, ν + t′〉, E + t′ |= φ for all 0 ≤ t′ ≤ t.

Also, supposing type(p̃) = p, then it is straightforward to show:

PA
n+1(〈s, ν〉, E) =

∑
(s′,X)∈support(p)

p(s,X) ·PA′

n (〈s′, (ν + t)[X := 0]〉, E + t) (4)

for some A′ ∈ AdvM. Now consider any (s′, X) ∈ support(p) such that

PA′

n 〈s′, (ν + t)[X := 0]〉, E + t) > 0,

then by definition (s, s′, p,X) ∈ in(s′) and by induction there exists 〈s′, ζ ′s′,X〉 ∈ Z and
adversary B′ such that

PB′

n 〈s′, ζ ′s′,X〉 ≥ PA′

n (〈s′, (ν + t)[X := 0]〉, E + t)

and 〈s′, (ν + t)[X := 0]〉, E + t ∈ time preφ〈s′, ζ ′s′,X〉. Letting:

〈s, ζs′,X〉 = disc preφ((s, s
′, X, p), time preφ〈s′, ζ ′s′,X〉),

it follows that
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• 〈s, ζs′,X〉, 〈s′, ζ ′s′,X〉 ∈ Z

• 〈s, ν + t〉, E + t ∈ 〈s, ζs′,X〉

• 〈s, (ν + t)[X := 0]〉, E + t ∈ time preφ〈s′, ζ ′s′,X〉

• (〈s, ζs′,X〉, 〈s′, ζ ′s′,X〉, p,X) ∈ E.

It then follows by construction of Z that 〈s, ζ〉 ∈ Z where

ζ = ∩{ζs′,X | (s′, X) ∈ support(p) & 〈s′, (ν + t)[X := 0]〉, E + t |= [φ ∃U ψ]>0}

and from above [ν, E ] + t ∈ ζ. Furthermore, by construction of Steps there exists p̂ ∈
Steps〈s, ζ〉 such that for any 〈s′, ζ ′〉 ∈ Z:

p̂〈s′, ζ ′〉 ≥
∑

(s′,X)∈support(p), ζ′=ζs′,X

&PA′
n 〈s′,(ν+t)[X:=0]〉,E+t)>0

p(s,X). (5)

Now, define B as the adversary of C such that B〈s, ζ〉 = p̂ and whose behaviour is exactly

as B′ in 〈s, ζ〉 p̂−→〈s′, ζ ′s′,X〉. Let νtX = (ν + t)[X := 0], E t = E + t and θ′ = [φ ∃U ψ]>0 to
ease notation. By Definition 10, we have:

PB
n+1〈s, ζ〉 =

∑
〈s′,ζ′〉∈Z

p̂〈s′, ζ ′〉 ·PB
n (〈s, ζ〉 p̂−→〈s′, ζ ′〉)

≥
∑

(s′,X)∈support(p)&

PA′
n 〈s′,νt

X〉,E
t)>0

p(s,X) ·PB
n (〈s, ζ〉 p̂−→〈s′, ζ ′s′,X〉) by (5)

≥
∑

(s′,X)∈support(p)&

PA′
n 〈s′,νt

X〉,E
t)>0

p(s,X) ·PA′

n (〈s′, νtX〉, E t) by construction of B

=
∑

(s′,X)∈support(p)

p(s,X) ·PA′

n (〈s, νtX〉, E t) rearranging

= PA
n+1(〈s, ν〉, E) by (4)

as required. ut
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